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Large-scale, revenue-critical application services are often written in Java or other memory-safe languages
whose type systems do not expose immutable state. Such applications are especially exposed to garbage
collection performance overheads because latency, throughput, and memory consumption are first-order
concerns for service providers. We observe that: i) An important class of server applications are request-based:
they scale by concurrently servicing large numbers of quasi-independent requests. ii) Object lifetimes are
strongly tied to request lifetimes. iii) Most objects remain private to the request in which they were allocated.
iv) Global operations are the primary impediment to responsiveness at scale.

If we could perform request-private garbage collection, we might achieve both responsiveness and efficiency
at scale. Unfortunately, this straightforward insight runs into significant practical problems. The most obvious
of these is that a request-private collection cannot safely move objects that may be referenced outside the scope
of that request, and yet moving objects is a requirement of most modern high performance collector designs.
This dilemma can be sidestepped by exploiting immutability, which is unfortunately not practical in languages
like Java whose type systems do not expose it. We develop Iso, a garbage collector for request-based services
that exploits a mark-region heap structure to solve these impediments and deliver outstanding performance.

The key contributions of this paper are that: i) We use opportunistic copying to solve the problem of
practical thread-local garbage collection for languages without exploitable immutability. ii) We provide the
first detailed analysis of the behavior of Java workloads with respect to thread-local collection, identify
shortcomings of existing benchmarks and introduce a new one. iii) We design, implement, and evaluate Iso, a
practical and effective request-private GC. We show that dynamic tracking of object visibility, a prerequisite for
request-private GC, incurs an overhead of just 2% for important request-based workloads including Tomcat and
Spring. Iso demonstrates that for suitable workloads, request-based garbage collection is extremely effective,
outperforming OpenJDK with its default collector, G1, by 32% and 22% in execution time in a modest heap.
This work presents the first request-private garbage collector for Java. It shows a promising way forward for
highly responsive collection on an important class of large scale workloads.
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1 Introduction

Garbage collection is far from a solved problem [12]. The pursuit of application responsiveness
at scale has led to production collector designs over the past decade that trade performance for
responsiveness. Collectors face two independent challenges: i) identifying and reclaiming garbage
in heaps with large live object graphs is expensive, and ii) collecting garbage without blocking the
application is intrinsically expensive. These challenges grow as the scale of the applications grow.
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(a) Heap composition: SPECjvm98 javac [8]. (b) Heap composition: PHP wordpress [34].

Fig. 1. Well-timed garbage collection can have near-zero cost. Heap composition graphs taken from
prior work [8, 34], with the top-most line in each graph indicating total heap occupancy (annotated in blue).
In each case, the total heap occupancy periodically falls to zero. On the javac benchmark, if collections are
timed to occur at exactly 44 MB, 88 MB and 132 MB, there will be almost no objects live during each collection,
so the collections will have near-zero cost. The same occurs in wordpress and other PHP workloads [34].

Application servers typically run many largely-independent requests which scale well because they
are embarrassingly parallel, but they expose garbage collection as a major bottleneck.

In this work, we exploit the fact that many services execute individual requests as quasi-
independent, mostly-isolated tasks. This observation allows us to directly address both of the
challenges above: i) at the end of a request, the request’s object graph will be small or completely
empty, making collection cheap, and ii) when a computation is isolated, its heap can be collected
independently, and if performed between requests, the collection will not impact executing requests.

The first of these observations has been understood for decades [53, 54] but not widely exploited.
This is illustrated by the javac benchmark, which was regarded as one of the most interesting and
GC-intensive benchmarks in the SPECjvm98 suite. The benchmark has a quirk: if the heap is sized
just right, then the cost of GC plummets unexpectedly to near zero. If the heap is made slightly
smaller or slightly larger, the GC cost will return to a significant level. Figure 1(a) illustrates why.
The figure shows a heap composition graph depicting object liveness in MB as a function of time,
broken down into bands of allocation cohorts.!? The benchmark has four prominent phases, at the
end of each of which the heap has almost no live objects. Since the cost of a tracing collector is
dominated by a trace of live objects, collecting at the end of each of the phases of this benchmark
is very inexpensive, so a luckily-sized heap can lead to collections that align perfectly with these
phases, yielding a near-zero GC overhead. Figure 1(b) shows the same for a series of requests in
the PHP wordpress workload, suggesting similar opportunities for substantial savings [34].

Unfortunately, this straightforward observation falls down in the face of concurrency. If two or
more threads simultaneously and independently run workloads with profiles like those in Figure 1,
the opportunity for cheap collection would only exist as long as those threads’ phases were perfectly
synchronized. In practice this is intractable on multithreaded Java servers so the opportunity to
collect between such phases is lost. The situation can be recovered if each thread works in isolation,
collecting between its requests, regardless of when other threads might collect.

The idea of thread-local collection is also decades old [19]. However, until now, it has not
been practical in a language like Java despite prior effort [20]. The difficulty lies in how to detect
and respond to cases where thread-local isolation is violated [18, 19]. The key idea introduced
by Doligez and Leroy [19] is to maintain an invariant of privacy for a thread-local heap. If a

The authors of [8] and [34] follow the convention of measuring time in allocated bytes rather than wall clock time.
2Allocation cohorts allow the lifetimes of contemporaneously allocated objects to be tracked, which is not relevant here.
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thread is about to make a private object public, it must first make the transitive closure of that
object public. Unfortunately, this either involves moving the object and its transitive closure [2]
or leaving the object in situ [20]. Moving the object and its transitive closure is expensive since
maintaining referential integrity either requires a full thread-local collection every time an object
is published [2] or indirection through forwarding pointers [30]. Potentially collecting at every
pointer store is expensive not just because of the cost of frequently tracing the entire private heap,
but because it requires that the compiler make every pointer store a GC safe point, which introduces
direct overheads and reduces optimization opportunities. On the other hand, leaving the objects
in place also appears to be expensive since it suggests that a non-moving heap is required [20],
which sacrifices locality [32]. Languages whose type system exposes immutability can sidestep this
dilemma by copying immutable objects [39], but this is not an option in Java. Consequently, the
idea of thread-local collection has been elusive for Java.

This paper demonstrates Iso, the first practical request-local garbage collector for Java, and shows
how it can dramatically improve performance for application servers that process isolated requests.
A key insight is to exploit the idea of opportunistic copying offered by mark-region heaps [9, 15].
Opportunistic copying allows the moving of objects when convenient and leaving them in place
when it is not, giving us the best of both worlds: a fast copying garbage collector that does not
require prohibitively expensive evacuation upon publication.

The contributions of this paper are as follows: i) We develop and evaluate Iso, the first practical
request-local garbage collector for Java. ii) We show that opportunistic copying is the key to
performant thread-local garbage collection in languages like Java where immutability is uncommon.
iii) We demonstrate that request-local collection can dramatically improve the performance of
workloads that service isolated requests. iv) We provide the first detailed analysis of the behavior
of such workloads, identify shortcomings of existing benchmarks and introduce a new one.

2 Background and Related Work
2.1 Arenas, Regions, and Request-Based Workloads

The observation that program behavior may result in groups of objects dying together, and that this
provides an opportunity for efficient memory management has been around since the 1960s [44].
One realization of this insight is to allocate objects into regions of memory, which Hanson [31]
called arenas, and free the entire arena once all objects are unreachable. Variations of this general
idea have been built into programming language implementations including Cyclone [29] and ML
Kit [1]. Generalizations of the idea include hierarchical relations among regions and combining on
masse reclamation supported by regions with the per-object reclamation supported by a heap [23].
The lifetime requirements of region-based approaches make them awkward in general-purpose
memory-safe object-oriented languages, but they are used in Java in the special cases of real-time
memory management [11] and managing native memory [13].

Lieberman and Hewitt [38] note that the height of a program’s activation stack offers a clue as
to how many objects might be live, and thus an opportunity for cheap garbage collection through
careful timing. Wilson and Moher [54] take the idea further, noting that certain points in a program
might be more opportune than others, such as when a text editor was idle, and suggested providing
hints to the collector. Jibaja et al. [34] note that PHP’s request-based workloads exhibit distinct
phases with heap occupancy falling to near-zero between requests (Figure 1(b)). Unfortunately this
observation can’t be exploited with traditional (global) garbage collection techniques if the service
is multithreaded and requests are unsynchronized, since the good time to collect one thread will in
general not coincide with the good time to collect another. Degenbaev et al. [15] note that some
applications have regular idle time, which allows collections to be scheduled without affecting the
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user experience. They implemented this in the V8 runtime where their application is a browser
with a renderer loop that requires frames to be drawn at a given frequency. If there is slack time
available before the next frame needs to be drawn, they can perform a collection without affecting
the frame rate. Hudson and Clements [33] observe that in the Go language, goroutines provide
nice lifetime hints and that thread-local garbage collection might allow for efficient collection of
objects allocated during a goroutine. As far as we can tell this idea was never implemented.

We build on this prior work in the specific domain of request-based applications, where we
know when requests start and end. We make similar observations to Jibaja et al. [34], but with
large multi-threaded Java application services. We address the confounding problem of concurrent
requests by developing practical thread-local collection for Java.

2.2 Thread-Local Garbage Collection

The Doligez-Leroy-Gonthier (DLG) parallel collector is structured in terms of a ‘global” heap and
a number of ‘thread-local” heaps [18, 19]. Their design maintains the invariant that objects in a
local heap can only be externally referenced by the stack of the thread that owns the heap. We call
this the DLG invariant. In this work, we generalize and use the term ‘heap’ with respect to
logical heaps whose contents may not necessarily be contiguous. The invariant allows each local
heap to be collected independently, without synchronization among threads. Since Doligez and
Leroy’s work, there have been many collector designs based on or extending this key idea [2-
4, 20, 30, 35, 39, 46, 51, 52]. One straightforward generalization of the idea is that multiple related
threads can be associated with each local heap. This is known as task-local garbage collection.

Terminology. We note that the principal concern is one of visibility, not spatial proximity. In fact
the key ideas are largely orthogonal to proximity [20, 39]. For this reason, throughout the paper
we use terminology of private, public, and publication, in place of local, global, and globalization.

Maintaining the DLG Invariant. The DLG invariant can be maintained statically or dynamically.
If thread-private objects can be precisely identified statically, then it is sufficient for such objects
to be placed into the correct thread-private heap at allocation time [35, 46]. More generally, the
invariant can be maintained dynamically by intercepting the publication of thread-private objects.
Publication occurs at the moment a pointer to a private object is installed within a public object or
a public root. An important corollary of the DLG invariant is that the publishing thread can only
ever be the thread that allocated the object, since by definition only the allocating thread is aware
of the private object. This eliminates the possibility that publication could occur due to the action
of another thread. The DLG invariant can be maintained by the owning thread transferring the
to-be-published object and its transitive closure to the public heap immediately before installing
the pointer that would affect publication. A write barrier can be used to maintain the invariant by
checking for any pointer store where the source is public and the destination is private.

There are three ways to maintain the DLG invariant when an object o is about to be published.
i) o can be moved. This requires a costly full trace of the entire private heap at each publication
event to update all pointers to o and those transitively moved with o [2], or indirection through
forwarding pointers [30]. The former also requires that the compiler make each pointer store a
GC safe point. ii) A copy of o, 0’, can be made in the public heap if o0 is immutable. This avoids the
need to move o. iii) The private heap can be delineated logically rather than spatially via per-object
metadata such as a bitmap. This only requires a transitive closure of the object being published,
rather than a trace of the entire private heap [20]. Since, by definition each object can only be
published once, the amortized cost of performing this closure in the write barrier is constant time.

In this work we use a per-object ‘public’ bit and a write barrier to maintain the DLG invariant,
allowing us to track object privacy independently of heap structure and GC strategy. This separation
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of concerns allows us to explore a range of design points. For example, straightforwardly combining
privacy tracking with a classic mark-sweep collector design leads to Domani et al.’s approach [20],
while combining it with a classic copying collector leads to Anderson’s approach [2].

Weakening the DLG Invariant. Marlow and Peyton Jones [39] note that the DLG invariant’s
requirement to eagerly publish all objects transitively reachable from a published object is ex-
pensive, leading them to a more lazy approach. They move just the published object, and put in
place read barriers to identify when references from it to its children are read by another thread.
When the read barrier triggers, the triggering thread makes a blocking request to the owner of the
private object for it to publish the referenced object. Although read barriers are often costly, GHC
already uses a read-barrier, making the marginal cost of this design low. Marlow and Peyton Jones
selectively apply this strategy to immutable objects, so publication consists of making a copy in the
public heap. They handle mutable objects with a non-moving strategy in the style of Domani et al.
[20]. This weakening of the invariant through read barriers is also used by Dolan et al. [17] and
Filatov and Mikheev [25]. We avoid this approach because of the cost of read barriers in Java [58]
and the inter-thread synchronization it introduces.

We will now describe thread-local collection in terms of the three key components of garbage
collection: allocation, identification, and reclamation.

Allocation. Each thread allocates objects into its own (logical) private heap. The allocator may
preemptively allocate some objects into the public heap if it knows at allocation time that they will
become public [35, 46]. Generally a bump allocator is used for speed and locality, but Domani et al.
use a free list and a single physical heap with a bitmap identifying whether objects are private or
public in their non-moving design [20]. Marlow and Peyton Jones [39] do the same for mutable
objects in their hybrid design, while using a bump allocator for immutable objects.

Identification. Because the DLG invariant guarantees that thread-private objects are only reach-
able from the owning thread’s stack, it is sufficient to determine liveness of thread-private objects
by pausing the owning thread and, starting with its stack, perform a mark through its local heap.
All pointers extending out of the private heap can be ignored during the mark. At the completion
of the thread-private mark, space within the private heap occupied by unmarked objects can be
reclaimed. Private collections do not need to be coordinated, so various heuristics can be used for
scheduling them. Identification is performed separately for the public heap, and must include the
private heaps since the DLG invariant does not prevent private objects referencing public objects.

Reclamation. Private collections are free to use any of the conventional reclamation strategies
found in the literature [9, 24, 40, 47]. Reclamation by evacuation, as used in the semi-space algorithm,
is simple and fast [24]. It subsumes the need for a separate mark: each object encountered during a
transitive closure over the reachable objects within the thread-private heap (from-space) is copied
(evacuated) to a new area (to-space), with forwarding pointers used to ensure that each object is
only copied once and all references to the object are redirected to the copy. In the case that the
public and private heaps are spatially disjoint [2], at the end of the trace, the private from-space
can be completely reclaimed, and to-space becomes the new thread-private heap. When private
and public objects are spatially intermingled, the from-space may be punctuated by public objects
not considered by the private collection. The gaps between surviving public objects can be made
available for reuse either by a free list or a system such as Immix’s line recycling [9]. The principal
downside of evacuation in any collector is the need to reserve a to-space as large as the from-space
in order to ensure that collection can succeed in the worst case that all objects survive. This is
significantly mitigated in the case of private collection since if private collections do not overlap, it
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is sufficient to reserve one copy space to service all private heaps. Domani et al. and Marlow and
Peyton Jones use mark-sweep [40] for their non-moving private objects [20, 39].

Major Implementations. The major implementations of thread-local garbage collection have been
in functional languages where the type system exposes immutability. We describe the Haskell
implementation above [39], and mention the OCaml implementation [17]. Sivaramakrishnan et al.
[45] later reflect on the OCaml implementation: One surprising result we will justify in our evaluation
is that the stop-the-world minor collector outperforms the concurrent [thread-local] minor collector
in almost all circumstances, even as we cranked up the number of cores. Guatto et al. [30] introduce
a hierarchical relationship between heaps, which maps well to their parallel ML implementation
and presents an interesting variation on the classic DLG invariant: objects may reference objects
in ancestor heaps safely. They use the term ‘entanglement’ to describe references that would
violate the inter-heap invariant. The collector performs evacuation on publication, but avoids the
prohibitive overhead of Anderson’s approach by using forwarding pointers rather than requiring
a full thread-local collection at each object publication. Westrick et al. [52] describe the time and
space overheads of their dynamic invariant check as less than 5% on average. Arora et al. [3] loosen
restrictions on mutation made by prior work, allowing functional programs “to use mutation at
will” The key to their approach is to track ambiguous pointers [10], and by doing so, conservatively
ensure that public objects are not moved during local collections.

Java Implementations. We know of only three implementations of thread-local garbage collection
for Java. Domani et al. [20] implemented a non-moving thread-local collector in an early IBM JDK.
As far as we know this collector has not been put to use, presumably because of it being limited to
non-moving runtimes. Jones and King [35] describe a static analysis for identifying thread-private
objects, but not a working collector. Filatov and Mikheev [25] propose an implementation that
uses read barriers to maintain the DLG invariant, but their work is limited to an evaluation of
publication rates on select JDK8 workloads and does not describe a working implementation.

2.3 Mark-Region Heaps and Opportunistic Copying

Evacuating collectors are dominant among production systems today [16, 22, 26, 48]. They allocate
using a bump pointer and have good locality but can only free memory once a region (such as
a semi-space) has been completely emptied, with all live objects evacuated into another space,
and they must set aside space in which to copy at each collection. At the other extreme, non-
moving collectors are uncommon. They rely on free lists for allocation, which are more exposed
to fragmentation and lead to worse locality. A mark-region heap [9] extracts elements of both
design points, breaking the heap into fine- and coarse-grained lines and blocks, correspondingly
roughly to a cache line and operating system page in size. At the end of each collection, a mark
region collector sweeps its blocks. Any completely free block can be returned to the operating
system. Contiguous free lines can be reused by the allocator’s bump pointer. This design delivers
the locality benefits of copying collectors without the same space overhead or the requirement that
all live objects in the target region must move. Existing mark-region designs include Immix [9], the
V8 garbage collector [15], and LXR [60].

The mark-region design means that at collection time, unlike in strictly-evacuating collectors,
the collector may move any object, but is not required to move any object. This gives the collector
the liberty to decide whether to move each live object, without affecting correctness. This feature is
known as opportunistic copying. Iso uses opportunistic copying to pin public objects during private
collections, and pin private objects during global collections, solving the dilemma of having to
choose between fully moving [2] and non-moving [20] thread-local collector designs while being
unable to exploit immutability.
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2.4 lIsolates

Isolates are a longstanding idea for efficiently creating independent virtual machine instances
within a single process. The approach uses copy-on-write to maximize reuse and minimize startup
while maintaining isolation [5, 42]. Although proposed early on as an extension to Java [41], it
did not see widespread adoption, possibly because of the performance overheads and possibly
because of soft demand for such services twenty years ago. More recently, isolates have made a
reappearance in Java through the Graal Native Image VM [55, 56]. This implementation leverages
a closed world assumption to compile the entire application ahead of time, and as a consequence
sidesteps some of the overheads associated with early isolates implementations. The V8 JavaScript
runtime implements isolates [49], which are widely used for serverless function execution, such
as Cloudflare’s Workers [14]. Isolates provide an excellent solution for certain application classes,
however they maintain total isolation among tasks, which for many applications is problematic. In
the case of Java, the requirement of a closed world assumption will also be problematic for some
applications. As we discuss later (Table 1), all of the request-based workloads we explore here
share state among requests, either through non-zero publication or in the case of lusearch, through
intra-thread transfer of state.

2.5 Other Collector Designs

Open]DK’s default G1 garbage collector [16] performs tracing concurrently and copying in
stop-the-world pauses. While it performs well as a general-purpose collector, it suffers from poor
worst-case pauses, so is problematic in latency-sensitive applications, particularly when the live
object graph is very large. The C4 [48], Shenandoah [26, 36] and ZGC [22] collectors were all
designed to address this shortcoming and all build upon the region-based design G1 uses by adding
concurrent copying, each using slightly different approaches [59]. However, concurrent copying
is intrinsically expensive, so all three designs only achieve excellent responsiveness by making
significant compromises with respect to memory footprint and/or CPU overhead [12]. LXR is a
general purpose collector that addresses responsiveness by using reference counting rather than
concurrent copying, outperforming G1 on both throughput and responsiveness, particularly in
tighter heaps [60]. None of these designs exploit request lifetimes or perform thread-local collection.
The design of Iso is largely orthogonal to these existing designs — Iso will very efficiently collect
thread-private objects, falling back to another collector for public objects. For pragmatic reasons,
our current implementation of Iso falls back to Immix, but in principle it could fall back to a
high-performance general-purpose mark-region collector like V8’s collector [15] or LXR [60].

3 Request-Private Garbage Collection

Before we introduce the design of Iso, we introduce request-local garbage collection, which combines
two simple ideas: i) isolation of thread-private objects to enable thread-local collection [18, 19],
which avoids costly global pauses, and ii) timing of collections to exploit systematic ebbs in heap
occupancy (Figure 1), either via heuristics [38, 54] or by callbacks at request boundaries.
Returning to the example of the Wordpress PHP service depicted in Figure 1(b), if the server
were single threaded, the heap could be collected very efficiently by any stop-the-world tracing
collector simply by timing collections to coincide with requests. This could be achieved either
via heuristics [38, 54], or via a callback attached to request completion. But if the server were
multi-threaded, this simple approach becomes useless unless requests were somehow synchronized.
However, if each thread were largely independent, thread-local GC could be used to independently
collect each server thread’s heap. Just as careful timing can dramatically reduce overheads for
regular GC, it can be used to the same effect to carefully time thread-local GC. Note that not
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only will well-timed thread-local collections be efficient, but with sufficient server parallelism, the
collections will not be on any request’s critical path, masking the cost of such GCs completely.

Thread Privacy Requirements. An application that exhibits little thread-private behavior cannot
benefit from thread-local collection. We explore this property with respect to Java workloads
in Section 5.3 and Section 6.2. Table 1 shows that publication rates among DaCapo benchmarks
range from zero (sunflow) to 68% (h2). Note that it seems unlikely that any of these workloads
were (consciously) designed for thread-local collection, since thread-local collection has not been
practical for Java until now. Even so, the level of thread-privacy among them is encouraging.

Lifetime Requirements. The utility of request-private collection depends on the lifetimes of
request-local objects coinciding with request boundaries (see Figure 1(b)). If most data allocated
within a request lives beyond the request, then there is little benefit in collecting at the end of a
request. On the other hand, if most data allocated within a request is private to the request and
dies at the end of the request, a request-private collection should be highly profitable. This in turn
depends on the collector knowing when a request has completed. Prior work suggested using
heuristics to detect such events [38, 54]. We note that modern application frameworks such as Spring,
Kafka, Lucene, Cassandra, and Tomcat provide their users with higher level abstractions, allowing
callbacks to be incorporated with minimal change into the underlying framework, with no change to
applications built on the frameworks. In this work, we leverage the fact that the DaCapo benchmark
suite has built-in callbacks, Callback.requestStart() and Callback.requestEnd(), which we use to
trigger request-local collections [6]. If such callbacks are not available, the request-private collector
reduces to a thread-local collector, falling back to whatever collection triggers the thread-local
collector has in place. For example, we found that in practice, lusearch, which is composed of many
very small requests, exhibits excellent performance with Iso, even without using callbacks.

Generalizing to Multi-Threaded Requests. Request-private GC can be straightforwardly generalized
to the case where requests are internally multi-threaded. In the simplest case, intra-request threads
remain largely thread-private and all that is needed is that the end of request callback (or heuristic)
is shared among all threads participating in the request, and each thread collects their heap
independently. This will work well when the design of the server is such that only minimal state is
shared (published) among the intra-request threads. Beyond this simple case, we can generalize
thread-local GC to allow groups of threads, such as intra-request threads, to share state without
publication. In practice this generalization only requires that it be possible for threads to be passed
shared group-private state when they are created. With that in place, maintaining the invariant
that no public object points to a private object continues to work, unchanged. In practice, we found
that all of the request-based workloads in the DaCapo suite are internally single threaded, so we
have not yet had a reason to implement support for requests that are internally multi-threaded.

4 lIso’s Design

At the high level, Iso’s algorithm is fairly simple. Each object is assigned a public bit which the
runtime maintains dynamically to respect the DLG invariant that no public pointer refer to a private
object. Iso allocates objects into 32 KB blocks owned by the thread allocating the object. Objects
larger than half a block are handled separately, in the large object space (LOS). Iso is distinctive
in that while it maintains the DLG invariant, it also allows private and public objects to co-reside
spatially within a block. These are mixed blocks, in contrast to private and public blocks which
contain only private and public objects respectively. Iso maintains a second key invariant, which
we call the Block invariant: A block may not contain private objects owned by more than one thread.
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1 void checkDLG(Object src, Object tgt) {

2 if (!isPublic(src)) {

3 return;

4 }

5 if (tgt == NULL || isPublic(tgt)) {

6 return;

7 3

8 publish(tgt);

9 3

Listing 1. Pseudo-code for the write barrier we use to maintain the DLG invariant. It first checks
whether the source object is public. If not, then the pointer store cannot be affecting a publication. It then
checks whether the target is NULL or already public, in which case there’s no work to be done. Otherwise the
target must be published, which requires setting its public bit and, transitively, those of its children.

Consequently, the set of blocks owned by a thread, i.e. its local heap, may contain public objects
but can never contain objects private to another thread.

Periodically, each thread will perform a collection over its local heap, reclaiming space due to
unreachable private objects, defragmenting by opportunistically moving reachable private objects,
and leaving public objects in place. Occasionally Iso will perform a global collection, reclaiming
space due to unreachable objects (public and private), defragmenting by opportunistically moving
reachable public objects, and leaving reachable private objects in place.

Iso is built within the most recent version of MMTk [7], which is a high performance Rust-based
garbage collection framework with bindings to a number of modern runtimes including Open]DK,
Julia and Ruby. MMTk includes an Immix [9] implementation which we use as the basis for Iso.

4.1 Maintaining the DLG Invariant

Iso maintains the DLG invariant dynamically, using the write barrier illustrated in Listing 1.
In Open]DK there are four broad situations in which an object could be published: i) simple
changes to the object graph due to user code updating an instance field (putfield) or static field
(putstatic), ii) changes to the object graph due to the language-level implementation of arraycopy (),
iii) a reference from user native code through JNI, and iv) changes to internal runtime roots,
such as pointers to code objects. As mentioned before, each object has a public bit. The current
implementation of Iso in OpenJDK uses side metadata for the per-object public bit. Accessing the bit
requires bit arithmetic on the object’s address, yielding a bit number and byte address with which
the public bit can be tested or set. In principle we could use a bit in the object’s header, however
this is complicated by OpenJDK’s implementation of lock inflation which temporarily moves the
object’s header word to the stack, making the metadata location conditional on the object’s lock
state.> Augmenting our purely dynamic approach with static techniques [35] is something we may
explore in future work.

Putfield and Putstatic. Implementing the barrier in Listing 1 to capture user code changes through
putfield and putstatic operations is relatively straightforward. OpenJDK implements static fields
as fields of Class objects. As a consequence, its compilers ultimately don’t differentiate between
putfield and putstatic when injecting write barriers. Static objects are explicit roots (since they
are visible to all threads), so we just set the public bit on static objects at birth and allow the write
barrier to publish any private object referenced by them. During our testing, we found that in the

3This limitation was addressed by a recent change to OpenJDK 21 [37].
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case of nested constructors, the C2 optimizing compiler, unaware of the semantics of our barrier,
would occasionally use code motion to lift the barrier above the code that initializes the target
object, leading to publish() (line 8) being applied to an uninitialized object, triggering a crash. Five
benchmarks (cassandra, h2, spring, springjc, and tomcat) are affected by this. Details in Section 5.2.

Arraycopy. A call to arraycopy() with reference array arguments should trigger the write barrier.
Rather than naively call the standard barrier in a loop, runtimes including OpenJDK typically
special-case arraycopy () since it is performed in bulk, and depending on the barrier semantics, may
be aggressively optimized. For this reason, OpenJDK has an arraycopy () barrier API. Unfortunately
the API does not expose the base addresses of the source and destination array fields, which we
need so that we can locate the public bits. We had to re-engineer this interface to expose the array
base addresses.

JNL References from native heaps are public. The Java Native Interface (JNI) introduces a level
of indirection between user-level native code and the Java heap. Updates to JNI fields are well
abstracted within OpenJDK so injecting the DLG barrier on JNI stores was straightforward.

Runtime Roots. Runtimes typically hold runtime-specific references into the heap that are not
exposed through user-level code or APIs. We observed two broad categories of such roots: i) strong
roots — these are enumerated by the runtime at garbage collection time, establishing the liveness
of (part of) the heap, and ii) weak roots — these are held silently by the runtime.

In the case of strong roots, the problem we faced was that although the runtime enumerates
them at collection time, it does not dynamically track creation or modification of all strong roots.
Since these runtime roots are shared and are thus public, the DLG invariant requires that Iso be
informed of the pending root creation before it occurs. We therefore had to exhaustively identify
all instances in the OpenJDK code base where strong root references are created, and ensure that
the referent objects are marked as public in order to maintain the invariant. Examples include
classloader references and code objects.

In the case of weak roots, the runtime is essentially silently caching object references. These
runtime-held references do not affect the liveness of the referent heap objects. There are two
considerations for weak roots that affect Iso. First, the runtime may allow other threads to discover
the referent objects through its cache. In that case, the referent object is public and must be marked
as such. Second, regardless of whether the runtime publishes the referent object, if Iso were to
move an object silently referenced by such a runtime cache, it would lead to a break in referential
integrity and a crash. Examples include string interning and constant pool caching, which both
serve to canonicalize common constant objects.

A surprising false-positive we discovered was that inflated locks may be private. We had rea-
soned that lock inflation implied a contended monitor, and thus publication, so we included an
assertion to ensure that lock inflation only occur with respect to public objects. We discovered that
the OpenJDK runtime will inflate uncontended locks during deoptimization,* and adjusted our
assertions accordingly.

4.2 Allocation and Heap Structure

Iso uses the same allocation strategy and heap structure as Immix [9]. Each thread has a bump
allocator which it uses to allocate into 32 KB blocks comprised of 128 X 256 B lines. The block
may have been completely empty initially, or it may be recycled. If the block is recycled, some
lines within the block will be marked, indicating that they contain live objects. The allocator will

4Deoptimization is the term used in HotSpot to describe the process of converting a more optimized stack frame into a less
optimized stack frame, which is needed to implement speculative optimization.
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move monotonically through the block advancing the bump pointer according to the size of the
allocation request, skipping over any marked lines. When a block is full, the thread requests a
new recycled block. If there are no recycled blocks available, the thread requests a clean block. Iso
deviates slightly from Immix because a thread can only consume recycled blocks that contain no
objects private to another thread. It does this by maintaining a thread-local list of recyclable private
and mixed blocks and a global list of recyclable public blocks. The thread will first use blocks in
the thread-local list before attempting to find a block from the global list. Using a public block for
thread-local allocation will turn the block into a mixed block. Following the Immix design, objects
may straddle lines but not blocks. Iso also follows Immix’s design of using a clean overflow block
for any allocation that is larger than a line in size. Iso uses MMTK’s large object space to allocate
objects larger than half a block (16 KB).

4.3 Thread-Local Collection

Iso performs thread-local collections using the owning application thread, not by delegating to a
separate garbage collection thread. It uses opportunistic copying, with a copy reserve of two clean
blocks made available to the collecting thread. Unlike a conventional global collection, the roots of
a thread-local collection are just the references from the thread’s stack. Global roots such as statics
and JNI roots are not relevant to a local collection since they are by definition public. The DLG
invariant ensures that any objects reachable from those global roots will have been published.

The collecting thread performs a transitive closure from its stack. Whenever it encounters a
public object, it treats the object as if marked. Whenever it encounters an unmarked private object
it will opportunistically copy it unless the copy reserve is exhausted. When an object is copied it
leaves behind a forwarding pointer, so that if the object is encountered again later in the trace,
the reference can be redirected to the new copy. At the end of the collection, the thread performs
a sweep of its local blocks. Blocks with no live objects are returned to MMTk’s block manager.
Blocks with live private objects are returned to the thread’s local recyclable block list, after zeroing
freed lines. Blocks that only contain live public objects are now public blocks and so are returned
to the global recyclable block list. Recall that local collections cannot move public objects since a
public object may be referenced from outside the scope of the collection.

Iso’s mixing of private and public objects within local heaps and its use of opportunistic copying
distinguish it from prior work, which either make local heaps a logical concept and move noth-
ing [20] or make local heaps spatially distinct and maintain an invariant that they may only contain
objects private to the owning thread [18, 19].°

Performing local collections within the application thread has two nice properties: i) it avoids
the overheads of synchronization between the application thread and a garbage collection thread,
and ii) it achieves mutual exclusion with global collection at zero cost. However, it requires careful
engineering. Before it can correctly scan its stack, the application thread must be at a GC safe point.
Issuing a safepoint yield request would cause the thread to yield correctly but would also yield
all other application threads, so is not tenable. Instead we use OpenJDK’s thread-local handshake
mechanism [21]. Once the thread-local collection starts, the thread will not return to a safe point
again until it completes the collection. As a side effect, a global collection will never conflict with
any thread-local collections since this mechanism delivers mutual exclusion.

4.4 Global Collection

Thread-local collections cannot collect public objects, so like other thread-local collectors, Iso uses
another collector with global scope to collect them. The current implementation of Iso falls back to

5This seems to explain why the terms local and private are often conflated in prior work.
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Immix [9] for global collection, but in practice it could use another collector. The primary constraint
on the choice of global collector is that it be able to maintain the Block invariant introduced at the
start of Section 4 — that no block may contain objects private to more than one thread.

During global collections, Iso maintains the Block invariant straightforwardly — by only moving
public objects. Iso achieves this by opportunistically copying public objects and leaving private
objects in place. Private blocks are never selected as sources for defragmentation since they never
contain objects that are movable in global collections. A more aggressive Iso design might move
private objects. Such a design might yield better defragmentation at the cost of complexity and
overhead associated with establishing each private object’s owner, locating a suitable target block
for the copy, and synchronizing with other collector threads before writing into that block.

The restriction that global collections only move public objects limits opportunities for defrag-
mentation. Iso mitigates this by performing thread-local defragmentations at the start of global
collections. Threads with large thread-local heaps are targeted for thread-local traces, but unlike
local collections, the trace is performed by a garbage collection thread and both public and private
objects can be moved. Each local trace is performed strictly by a single thread, making maintaining
the Block invariant straightforward since only one thread’s private objects can be encountered
during the trace. Local defragmentations are followed immediately by the global trace, which moves
only public objects and uses forwarding pointers to restore referential integrity with respect to any
public object moved during the local traces.

4.5 GC Triggering

Threads trigger local collections at the end of requests if their local heap has reached a configurable
size threshold. We found that a trigger of 512 KB worked well among the DaCapo request-based
workloads. Each thread has a copy reserve of two clean blocks in which it may copy surviving
objects during thread-local collections. Note that the thread-local copy reserve does not impact
the total heap budget since it can be drawn from the copy reserve set aside for global collections,
since they are mutually exclusive. Iso triggers global collections when the heap budget is exhausted.
Each global collection has a configurable percentage of the heap held in reserve for copying, just as
Immix does. By default this is 5%.

5 Methodology
5.1 Hardware and Software Environment

Unless otherwise stated, we performed our experiments on AMD Ryzen 7950x machines with 16/32
cores running at 4.5 GHz with a 64 MB LLC, and 4800 MHz 64 GB DDR5 memory. To assess its
sensitivity to the hardware platform, we also evaluated Iso on a number of other x86-64 machines,
including an Intel Core 19-12900KF Alderlake with 8/16 performance cores and 8/8 efficiency cores
running at 3.2 GHz and 2.4 GHz respectively with 12 MB of LLC. We found that the results were
consistent across the various platforms we evaluated, so do not discuss the other platforms further.
All machines run an Ubuntu 22.04 image with a Linux 6.8.0-40 kernel.

5.2 Open)DK

We implemented Iso in the new MMTk [7] using its OpenJDK binding, which uses OpenJDK fork
jdk-11.0.19+1. We build Iso on top of Immix, which comes with MMTk. We build G1 from the same
OpenJDK fork. MMTk’s OpenJDK binding lacks support for certain runtime features including class
unloading, compressed pointers and weak reference processing. During evaluations, we disable
these features in G1 to ensure all three collectors are evaluated using the same runtime features.
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As mentioned in Section 4.1, we found that in certain circumstances involving the inlining of
nested constructors, OpenJDK’s C2 optimizing compiler, unaware of our barrier’s semantics, would
perform code motion that was unsound, leading to the publication process being applied to an
object that was not yet initialized, which would generate a crash. We found that we could work
around this on springjc by using a command line flag to avoid optimization of a specific class, but
for cassandra, spring, tomcat, and h2, we did not find a simple workaround and had to resort to
disabling the C2 compiler. In all four cases, we applied the same command line flags to all three
collectors we tested to ensure that they were evaluated using the same compiler configuration. To
quantify the impact of disabling C2 for these four workloads, we conducted an experiment where
we evaluated the impact of disabling C2 on the bottom line, using workloads that could use C2. We
found that the impact on the results was insignificant,® which gives us confidence in the results
we attained for the four benchmarks where C2 was not available. The other benchmarks were
unaffected.

5.3 Benchmarks

We use the Chopin-23.11-MR1-RC1 release of the DaCapo benchmark suite [6] and introduce a
new benchmark, springjc, which we describe below. All of these benchmarks implement request
begin and end callbacks which we use to provide Iso with a collection hint.

As we will show in Section 6.1, and as is evident in Table 1, a careful examination of the DaCapo
benchmarks reveals that none are ideal matches to our target workload of application services with
large number of quasi-independent requests. Among DaCapo’s eight request-based workloads, three
(h2, tradebeans, and tradesoap) do not issue isolated requests. Instead, all requests are dominated
by computation over a shared in-memory database. As a result, their publication rates are extremely
high (68%, 53%, and 43%). The cassandra workload also does not issue isolated requests, leading
to an overall publication rate of 33%. The kafka workload is problematic for two reasons. First, it
is implicitly singled threaded because of the way it dispatches queries. Second, its request begin
and request end callbacks are called from different threads, making attribution of work intractable.
The kafka workload is the subject of an open pull request which seems to address some of these
issues [57]. The majority of tomcat’s work is done in the client, which makes it uninteresting as a
server benchmark.

This leaves lusearch and spring, neither of which are ideal as representative of large scale appli-
cation servers. The lusearch workload is not implemented as a client-server benchmark; it directly
runs server queries. The spring workload has a very light server-side workload, querying a small
database that models a veterinary practice rather than performing any substantive computation.

Because of these shortcomings, we found it necessary to create our own workload, springjc.
It is a compilation server based on the spring benchmark. Instead of querying a tiny database
as DaCapo’s spring does, springjc uses the standard Java compiler, javac, to compile one of 172
small single-file Java source programs, chosen according to the request it receives. It thus exercises
the same Spring application framework, which is a modern, widely-used framework [50] and by
building upon spring, it benefits from the DaCapo harnessing infrastructure, but conducts a more
realistic and substantial workload. We will make our workload available.

®Concretely, for lusearch, Iso’s improvement over Immix went from 17.4% to 16.8%, while for springjc it went from 44.9% to
46.7%, indicating a 0.6% reduction for lusearch and a 1.8% improvement for springjc.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 182. Publication date: June 2025.



182:14

Tianle Qiu and Stephen M. Blackburn

Table 1. Benchmark publication characteristics. The first two columns indicate each workloads’ total
allocation and allocation rate. The next two columns indicate the publication rate, expressed with respect to
bytes allocated and execution time. The fifth column indicates the overhead of adding the DLG-enforcing
write barrier. The first nine benchmarks (springjc — tradesoap) are request-based.

Allocation MB  Publication MB DLG
Benchmark /sec /MB alloc /sec overhead
springjc 97324 6746 0.21 1398 1.02
cassandra 6700 953 0.33 315 1.10
h2 36793 11654 0.68 7872 3.47
kafka 4543 848 0.20 166 1.00
lusearch 27720 13131 0.01 116 1.08
spring 15588 4813 0.03 131 1.01
tomcat 6360 1736 0.10 168 1.02
tradebeans 1509 2606 0.53 1371 2.48
tradesoap 1229 2415 0.43 1049 1.57
avrora 195 66 0.06 4 1.00
batik 472 383 0.55 210 1.21
biojava 12098 2120 0.00 0 1.04
eclipse 8238 918 0.36 326 1.16
fop 519 811 0.09 75 1.06
graphchi 12297 5208 0.02 107 1.06
h2o 15280 4980 0.37 1858 1.07
jme 178 26 0.05 1 1.00
jython 5359 2324 0.37 848 1.61
luindex 2226 779 0.06 50 1.04
pmd 8464 7077 0.13 946 1.14
sunflow 22155 13575 0.00 0 1.02
xalan 6403 11684 0.20 2324 1.05
zxing 1671 2866 0.06 183 1.01

6 Evaluation

6.1 Overall Publication Behavior and DLG Barrier Overhead

Table 1 quantifies the allocation and publication behavior of springjc and each of the DaCapo
benchmarks. The first two columns indicate total allocation and the allocation rate. The next two
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Table 2. Request processing publication characteristics. The first pair of columns indicate the requests’
allocation rate with respect to time and KB per request. The next pair of columns indicates the fraction of
requests that are server-side. The next pair indicates median and 90th-percentile of per-request publication
rate. The last pair indicates median and 90th-percentile of per-request private survival rate.

Allocation Server Publication Private Survival

MB/Sec KB/rq B/all Obj/all 50%-ile 90%-ile 50%-ile 90%-ile

springjc 6746 12166 1.00 1.00 0.17 0.17 0.00 0.00
cassandra 1339 32 0.50 0.53 0.26 0.40 0.00 0.00
h2 11658 377 - - 0.63 0.68 0.00 0.00
kafka 916 5 - - - - - -
lusearch 13128 54 1.00 1.00 0.00 0.02 0.19 0.19
spring 4812 1948 0.95 0.98 0.21 0.46 0.00 0.00
tomcat 1765 81 0.14 0.24 0.15 0.49 0.00 0.00
tradebeans 2632 85 - - 0.54 0.63 0.00 0.00
tradesoap 2442 285 - - 0.30 0.48 0.00 0.00

columns indicate publication rate in terms of bytes and time. The top nine benchmarks are request-
based. The table shows that some workloads, including lusearch (0.01) and spring (0.03) have very
low publication rates. Some of the non-request-based workloads also have very low publication rates,
including biojava, graphchi, and sunflow. Four of the request-based workloads have notably high
publication rates: h2, tradebeans, tradesoap, and cassandra (discussed in Section 5.3). Workloads
such as these are clearly not suitable targets for thread-local garbage collection.

The last column of Table 1 indicates the overhead of the DLG invariant-enforcing write barrier
(Listing 1). It measures the mutator overhead of our baseline Immix-based system without any
thread-local collection, when publication tracking is enabled relative to when it is not enabled. Note
the variability in this overhead. Many workloads, including important ones like spring, springjc, and
tomcat have overheads of 2% or less. Note that eight of the fourteen non-request-based workloads
have overheads of 7% or less and four of those have overheads of just 2% or less (avrora, jme, sunflow,
and zxing). We have focussed exclusively on large application servers with isolated requests, so
have yet to explore the applicability of Iso to such promising non-request-based workloads. On the
other hand, h2, tradebeans and tradesoap have extremely high overheads, clearly rendering the
approach non-viable for such workloads. Nonetheless, this result leads to a key finding of our work:
that it is possible to maintain the DLG invariant on large-scale Java workloads in a production
JVM at very low overhead for important server workloads such as lusearch (Lucene [27]), spring,
springjc (Spring [50]), and tomcat (Tomcat [28]).

6.2 Request Characterization

Table 2 characterizes the behavior of requests among springjc and DaCapo’s eight request-based
workloads, highlighting the three workloads that are dominated by isolated server-side requests
(springjc, lusearch, and spring). The first two columns indicate the allocation rate of the request

7Overheads are also low for kafka and cassandra but we exclude these benchmarks for reasons discussed in Section 5.3.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 182. Publication date: June 2025.



182:16 Tianle Qiu and Stephen M. Blackburn

== GI B mmix B 5o
1.1 120 - 160
E
I — 2100 1 M
= £ 9
Bl ~ < 120
£ 09 +— a 80 <
£ - H S 100
£ 08 — S 60 % 80
et c )
£ 07 7 % m § 62
4
S
g 06 T— = R [.
o =N
I o5 0 ——y—‘:-— 0 -
% o Sy 2y, oy Sy %, Sy oy
SeQ’Cﬁ ’/ﬁg L ,”glb 5'@5%)$ 7 lﬁg ’/,,g/b Se&’c/, t /qg ’/bg/_b
(a) Total request processing time. (b) Median latency (ms). (c) 90th percentile latency (ms).

Fig. 2. Throughput and latency performance of Iso at 2.0x the minimum heap in which Immix will run.
The left graph shows the elapsed time for the request-processing portion of each benchmark, normalized to
our baseline, Immix. The right two graphs show the median and 90th percentile metered latencies in msec.
Iso’s latency performance ends up being dominated by its fall-back collector, Immix.

processing part of the workloads, first expressed in MB per second and then in KB per request.
Workloads with higher allocation rates are more likely to place stress on a garbage collector, so
lusearch, h2, springjc and spring are prime targets, however h2’s very high publication rate makes
it unsuitable for thread-local garbage collection. Note that the amount allocated per request varies
by more than three orders of magnitude among these benchmarks, from 5 KB (kafka) to 12.1 MB
(springjc). In our experience, some industrial web services readily allocate 10’s or 100’s of MB per
request. The next columns indicate what fraction of the request-time allocation occurs on the server
side (versus the client side). This varies greatly from no explicit server-side activity (h2, kafka,
tradebeans, tradesoap), to entirely server side (springjc, lusearch). Our work targets server-side
workloads, which makes springjc, lusearch, and spring most interesting.

The next pair of columns indicate the per-request publication rate, showing the median (50%-ile)
and 90%-ile rates among all of the issued requests. Among the interesting workloads, the rates
vary from lusearch’s extremely low 0-2% to spring’s relatively high 21-46%, while springjc is very
consistent with a moderate 17% for both median and 90th percentile. It is interesting to view
these publication rates alongside the private object survival rates, which are shown in the last two
columns. Notice that although spring and springjc have moderate to high publication rates, they
have zero survival rates for private objects. This indicates that the data which is not shared with
other threads is crisply bounded in lifetime to the life of the request. On the other hand, lusearch
has near-zero publication but a moderate survival rate, which suggests that thread isolation is very
strong, and results from requests are handled within the requesting thread, not shared with other
threads. Indeed, each lusearch thread directly writes its request results to file rather than handing
them off to another thread for processing.

The zero survival rate of private objects revealed in this analysis nicely confirms the hypothesis
underlying the motivation for this paper. It shows that the thread-private aspects of these large
modern Java workloads do in fact conform with the liveness properties depicted in Figure 1.

6.3 Performance Analysis

Figure 2 shows the throughput and latency performance of the three key workloads. We use Immix
as our baseline because the current implementation of Iso is built on Immix, and thus Iso should be
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Fig. 3. Heap size sensitivity for G1, Immix and Iso on springjc. Iso is substantially more space-efficient
than G1 or Immix. As the heap size grows larger, Iso’s space advantage is diminished.

seen as an optimization over Immix. An implementation of Iso built on a more performant collector
such as LXR should perform better, accordingly. We also show results for G1 since it is the default
collector within OpenJDK and prior work shows that Open]DK’s alternatives either significantly
compromise latency or throughput [12]. This analysis is conducted in a modest heap, set to 2.0x
the minimum heap in which Immix will run.

Figure 2(a) shows the total time for the request-processing segment of each workload.® Iso
outperforms Immix substantially: by 17%, 10.5%, and 45% in total execution time. It even outperforms
G1 substantially on lusearch and springjc: by 22% and 33%. These results make it clear that for
workloads such as these, request-private garbage collection is not only viable, but has an impressive
advantage over existing approaches. Note that on lusearch, Iso has an 8% overhead due to its DLG
barrier (Table 1), but is able to overcome this to outperform the other collectors by 17% and 22%.
(The barrier overhead for spring and springjc was just 1% and 2% respectively.)

Figure 3 shows the three collectors’ sensitivity to heap size on springjc. Iso is substantially more
space efficient than both G1 and Immix, giving it a large performance advantage in modestly sized
heaps. As the heap size grows the performance advantage diminishes. Nonetheless, Iso significantly
outperforms Immix even at extremely generous heap sizes.

Despite outperforming Immix by 10.5% on spring (Figure 2(a)), Iso lags G1 by 3.4%. We determined
that this is due to Immix requiring nearly twice the minimum heap size of G1 on spring. This is an
example of Iso inheriting a performance characteristic from the specific collector implementation it
is built upon, something that would be addressed if Iso were built upon a more advanced collector.

Figure 2(b) and Figure 2(c) show the median and 90th percentile metered request latency. The
DaCapo benchmarks use metered latency to model a server’s request queue, whereby an interruption
due to the scheduler or a garbage collection not only affects the latency of the running request/s,
but also all those in the request queue [12]. Both figures show Iso substantially reducing latency
compared to both G1 and Immix, particularly on the more substantial springjc workload. Iso’s tail
latency would further improve if it used a fall-back collector that performed collections concurrently,
rather than simple stop-the-world, whole-heap collection performed by this version of Immix. LXR
and V8’s collector are examples of advanced low-latency mark-region collectors that could better
fill this role [15, 60].

8DaCapo separately captures the execution time for the dominant request-based portion of workloads, so that it can be
separated from any time the benchmark may take to start the server or perform other such one-time initialization work, etc.
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Fig. 4. Request processing time for all DaCapo request-based benchmarks and springjc. The lack of
isolation and correspondingly high publication rates of h2, tradebeans, and tradesoap and thus their high
DLG barrier overhead (Table 1) make them unsuitable for thread-local collection; borne out by these results.

6.4 Other Request-Based Workloads

Figure 4 shows Iso’s performance across all nine request-based workloads, again normalized to
Immix, and including G1. The three workloads with very high publication rates; h2, tradebeans,
and tradesoap all show substantial slowdowns of 2.59%, 2.40%, and 1.59%. For h2, this slowdown is
substantially less than the 3.47X slowdown due to the barrier overhead (Table 1), while for the two
trade benchmarks, the overheads are about the same as the barrier overhead. Among the remaining
three workloads, the overheads are awash, with tomcat showing a 4% win, kafka neutral, and
cassandra showing a 6% slowdown.

This reinforces the point that request-based garbage collection is not a general purpose approach.
It depends on workloads that issue largely-isolated requests. Workloads that are mostly public, not
isolated, such as h2, tradebeans, and tradesoap cannot benefit much from local collections, and pay
a significant overhead for dynamic enforcement of the DLG invariant.

7 Discussion and Threats to Validity

Iso demonstrates that request-private garbage collection is not only practical but very effective
for suitable workloads. It also demonstrates that opportunistic copying solves the challenge of
efficiently implementing request-local garbage collection in the absence of exploitable immutability.
The implementation of Iso was a substantial engineering undertaking, and although it is built in a
production JVM and can run successfully with large applications and with a rich benchmark suite,
there are limitations to our implementation that are important to note.

Generality. While Iso is complete and should run any general-purpose Java workload correctly,
it is not designed to be a general purpose garbage collector. This approach is consistent with two
of the five production collectors that presently ship with OpenJDK: Shenandoah and ZGC. These
collectors specifically target low-latency application domains, but introduce throughput overheads
for general purpose programs similar to and higher than Iso’s. (Compare the overheads in Table 1
to those in Table VIII of Cai et al. [12].) Iso specifically targets multithreaded, performance-critical
application services that run large numbers of concurrent, largely isolated requests. Section 6.4
showed that workloads with unsuitable characteristics will perform very poorly, primarily due to
the cost of dynamically maintaining the DLG invariant on such workloads. It seems possible that
other techniques such as static analysis could greatly reduce overheads in such cases, but we leave
that exploration for future work. Iso’s design is not Java-specific. In principle it could be useful in
any language runtime used to serve large numbers of concurrent, largely-isolated requests.
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Other Collectors. The Iso design is underpinned by a general purpose collector used to ensure
public objects are reclaimed efficiently. The initial implementation uses Immix [9], which is a stop-
the-world, full-heap collector, and its stop-the-world pauses will affect tail latency. A more advanced
implementation of Iso would fall back to a concurrent mark-region collector such as LXR [60] or
V8’s collector [15]. In our evaluation we compared with Immix, which we built upon, and G1, which
is the default OpenJDK performance collector. The LXR collector is a general purpose collector with
very good throughput and latency performance. We did not compare with LXR for two reasons.
First, LXR has not been merged into MMTk and is separately maintained. The differences between
its codebase and ours make comparison difficult. Second, the improvements made by LXR are
largely orthogonal to Iso. Ideally Iso would be retargeted to LXR, and the comparison between the
LXR-based Iso and LXR would be interesting. The relative simplicity of Immix made it the ideal
starting point for this first successful demonstration of request-private garbage collection.

Workloads. Iso is evaluated on three workloads, one which we constructed. The lack of strong
preexisting workloads is perhaps a reflection of the lack of existing thread-local collectors for Java.
We expect that the promise of this approach will lead to adoption and to other related work, and
with it more workloads. In some cases, modest extensions or modifications to existing workloads
may make them more realistic and more interesting [57]. Our exploration of the properties of
existing DaCapo workloads (Section 6.1, Section 6.2) invites further research on why publication
rates vary as much as they do (Table 1), and whether through different software engineering
patterns there may be relatively simple mitigations.

OpenJDK and Missing Features. We built Iso on MMTk and evaluate it with MMTk’s OpenJDK
binding. MMTk’s binding currently targets OpenJDK 11, so our evaluation only considers that
version. We don’t see any reason why moving to the most recent OpenJDK would affect our findings,
but of course cannot rule out that possibility. As we mentioned in Section 4.1 and Section 5.2, a
bug related to code motion affecting the correctness of the write barrier led us to disabling the C2
optimizing compiler on four benchmarks (cassandra, h2, spring, and tomcat). It is possible that the
results for these benchmarks will change once the bug is addressed. We speculate that the main result
will be better optimization of the write barrier, which would tend to improve Iso’s performance.
The MMTk OpenJDK binding is limited by lack of support for class unloading, compressed pointers
and weak reference processing. We see no reason to believe that the implementation of any of
these missing features will affect the Iso design or implementation, but it’s not easy to predict with
confidence exactly what impact the addition of any such feature will have.

Lightweight Threads. Many runtimes implement lightweight threads by scheduling them on
top of operating system-level threads. As an example, Virtual Threads were recently introduced
into the Java Platform [43], becoming available in OpenJDK 21. One of the motivations for Virtual
Threads was to make it practical to build thread-per-request services (presently application services
typically run requests sequentially within heavyweight threads). A distinct benefit of lightweight
threads is that when services are built on a thread-per-request basis, the identification of request
boundaries becomes trivial, obviating the need for a request-end callback (Section 3). The thread
scheduling mechanism has no impact on the high level algorithm or the concept of thread-local
collection. From the standpoint of Iso’s implementation, the principal implication is that virtual
thread switches will need to also change allocators, so as to maintain Iso’s block invariant (Section 4).
We have not yet implemented support for virtual threads in Iso.
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8 Conclusion

We introduce Iso, the first request-private garbage collector for Java. Iso substantially improves the
overall performance of suitable large application services, by as much as 32% and 22% compared
to the established production garbage collector, G1. The key to Iso is request-private garbage
collection, which brings together the longstanding ideas of carefully timing garbage collection to
minimize graph traversal costs [38, 54] with thread-local garbage collection [18, 19]. To do this,
Iso had to solve the problem of efficient thread-local garbage collection in a language without
a type system that exposes immutability. The solution to this problem was to use opportunistic
copying, which allows objects to be left in place by the collector when necessary and moved when
opportune. Iso’s strong performance opens the door to request-private garbage collection and with
it, new avenues for memory management research.
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